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Impact of Large Language Models on Education

The Impact of Large Language Models on Student Learning: Outcomes, Engagement, and Educational

Processes

Quick Reference

Key Findings Table

Direct Answer

The impact of LLMs on student learning is multifaceted: on the positive side, they enhance engagement, reduce
cognitive load, and provide personalized and adaptive instruction which can improve comprehension and skills,
especially when integrated with human oversight. However, challenges such as reduced depth in reasoning,
bias, overreliance, and ethical concerns remain. Therefore, a balanced, hybrid human-AI approach with strong
policy and methodological frameworks is vital to harness their benefits while mitigating risks.

Study Scope

Cognitive Outcomes Enhanced comprehension, reduced
cognitive load, improved skill
acquisition

Diminished reasoning depth,
risk of superficial learning

1  2  3

4

Motivation &
Engagement

Increased engagement, fulfillment of
psychological needs, willingness to
adopt

Overreliance, variable impact by
discipline and student profile

5  6  7

Personalization &
Adaptivity

Tailored feedback, adaptive
instruction, support for diverse
learners

Bias, fairness, and cultural
sensitivity concerns

8  9

Educational
Contexts

Effective in both STEM and
humanities, supports teacher
workload reduction

Discipline-specific challenges,
group dynamics, and acceptance
issues

10  11  12
13

Ethical & Technical
Challenges

Potential for scalable, inclusive, and
innovative learning

Bias, privacy, explainability,
academic integrity, and
overreliance

14  15  16
17  18  19

Hybrid Human-AI
Models

Mitigates risks, enhances learning
outcomes, supports feedback quality

Requires careful design,
transparency, and human
oversight

20  21  22

Dimension Positive Impacts Trade-offs / Challenges
Evidence

Sources
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Time Period: 2021–2024 (focus on post-ChatGPT era)

Disciplines: STEM (e.g., programming, robotics, chemistry), Humanities (e.g., language learning, ethics),
Vocational and Special Education

Methods: Quasi-experiments, randomized controlled trials, mixed-methods, surveys, meta-analyses, case
studies, and systematic reviews

Contexts: K-12, higher education, online and blended learning, special education, group and individual
learning

Assumptions & Limitations

Most studies are recent and may not capture long-term effects or large-scale systemic changes.

Evidence is strongest for higher education and programming; less is known about K-12 and special
education.

Many findings are context-dependent (e.g., discipline, student background, instructional design).

LLM capabilities and educational integration are rapidly evolving, so findings may become outdated as
technology advances.

Some studies rely on self-reported data, which may introduce bias.

Suggested Further Research

Longitudinal studies on LLM impact on deep learning and critical thinking.

Empirical research on group dynamics, self-efficacy, and collaboration, especially in programming and
interdisciplinary contexts.

Frameworks and empirical validation for integrating LLMs with social robots in special and inclusive
education.

Comparative studies of LLM-generated versus human feedback across disciplines.

Policy development and training for responsible, equitable, and context-sensitive LLM adoption.

1. Introduction

Large Language Models (LLMs), such as GPT-3 and GPT-4, have rapidly transformed the educational
landscape. Their ability to generate human-like text, provide instant feedback, and adapt to diverse learning
needs has led to widespread adoption in classrooms, online platforms, and self-directed learning environments.
This report synthesizes current research on the impact of LLMs on student learning, focusing on outcomes,
engagement, and educational processes across cognitive, motivational, and skill development dimensions. It
also addresses the challenges, ethical considerations, and future directions for integrating LLMs into education
1  10  14 .
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Background and Scope

LLMs are now used for tutoring, feedback, assessment, and content generation in a variety of educational
settings. Their key capabilities include:

Generating personalized explanations and analogies

Providing adaptive feedback and scaffolding

Supporting collaborative and project-based learning

Automating assessment and summarization tasks

The central questions addressed in this report are:

How do LLMs affect student learning outcomes, motivation, and engagement?

What are the trade-offs and limitations of LLM use in education?

How do LLMs function across different disciplines and educational contexts?

What ethical, technical, and policy challenges arise, and how can they be addressed?

2. Theoretical Frameworks

Multi-Dimensional Impact Model

Research consistently demonstrates that LLMs influence student learning across several interrelated
dimensions:

Cognitive: Comprehension, reasoning, knowledge retention, and skill acquisition

Motivational: Engagement, self-efficacy, and willingness to adopt AI tools

Socio-affective: Collaboration, group dynamics, and psychological needs fulfillment

These effects are mediated by factors such as instructional design, student background, discipline, and the
degree of human oversight 1  2  23  24  25 .

Personalization and Adaptive Learning

LLMs enable new forms of personalized and adaptive instruction by:

Tailoring feedback and content to individual learner profiles

Adapting to student progress and misconceptions in real time

Supporting diverse learning styles and backgrounds, including socioeconomically disadvantaged students 11

20  26  27  28

Hybrid Human-AI Pedagogical Models

Emerging frameworks advocate for hybrid models that combine LLM capabilities with human oversight:
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Teacher-in-the-loop systems for feedback and assessment

Prompt engineering and scaffolding to guide student interaction

Integration with learning theories (e.g., Self-Determination Theory) to optimize engagement and outcomes
20  21  29  30

3. Methods & Data Transparency

Research Approaches

Quasi-experiments and RCTs: Used to measure LLM impact on learning outcomes, cognitive load, and
engagement 31  32  33  34

Surveys and Questionnaires: Assess student attitudes, self-efficacy, anxiety, and perceptions of LLM
feedback 35  36

Mixed-Methods: Combine quantitative performance data with qualitative interviews and thematic analysis
21  37  38

Automated and Manual Assessment: LLMs used for grading and feedback, compared with human
evaluation 22  39  40

Systematic Reviews and Meta-Analyses: Synthesize trends, gaps, and instructional designs 41  42

Data Transparency

Most studies report sample sizes, task types, and statistical methods.

Limitations include small sample sizes, context-specific findings, and reliance on self-reported data in some
cases.

There is a need for more open datasets and standardized reporting to facilitate replication and meta-analysis
43  44 .

4. Critical Analysis of Findings

4.1 Impact of LLMs on Student Learning Outcomes

Cognitive and Skill Development Effects

Enhanced Comprehension and Skill Acquisition: LLM-driven analogy-based tutoring and personalized
feedback improve conceptual mastery, especially in complex subjects like biology, physics, and
programming 1  2  3  4  45 .

Reduced Cognitive Load: LLMs facilitate easier information gathering and lower cognitive effort during
scientific inquiry and problem-solving tasks 2 .

Trade-off: Diminished Reasoning Depth: While cognitive load is reduced, students may produce less
sophisticated reasoning and argumentation, risking superficial understanding if not properly scaffolded 2
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3  46 .

Skill Development: LLMs support the acquisition of programming, language, and analytical skills, but their
effectiveness depends on prompt design, feedback quality, and student engagement 23  24  31  47  48 .

Motivational and Engagement Outcomes

Increased Engagement: Personalized, interactive, and adaptive experiences foster higher engagement,
especially when LLM use aligns with students’ psychological needs (e.g., competence, autonomy) 5  6  7

26 .

Variable Motivation by Discipline: Humanities students benefit from discussion and critical thinking
support, while STEM students value data processing and feedback tools 1  42  49  50 .

Willingness to Adopt: Students are more likely to adopt LLMs when they perceive clear benefits and when
instructional design supports autonomy and self-efficacy 5  7 .

Personalization and Adaptive Learning

Tailored Instruction: LLMs adapt content and feedback to individual learner profiles, supporting diverse
backgrounds and learning needs 8  9  51 .

Advanced Personalization Techniques: Use of knowledge graphs, retrieval-augmented generation, and
personality-aware simulation enhances adaptivity and equity, especially for socioeconomically disadvantaged
students 8  52  53  54 .

Teacher-in-the-Loop: Combining LLM feedback with human oversight improves reliability, fairness, and
student acceptance 20  21  22  24 .

Trade-offs and Limitations

Overreliance and Superficial Learning: Risk of students depending too heavily on LLMs, leading to
reduced critical thinking and foundational skill development 2  3  46 .

Bias and Fairness: LLMs may reinforce existing biases or fail to accommodate cultural and linguistic
diversity without careful design and oversight 11  55  56 .

Accuracy and Hallucinations: LLM-generated feedback is mostly accurate but can be flawed, necessitating
human review and transparent communication of uncertainty 14  48  57  58 .

Synthesis:
LLMs offer substantial benefits for comprehension, engagement, and personalized learning, but these are
counterbalanced by risks of diminished reasoning depth, overreliance, and bias. Effective integration requires
scaffolding, human oversight, and attention to equity and accuracy 1  2  3  4  45 .

4.2 Role of LLMs Across Educational Contexts and Disciplines

Applications in STEM and Humanities
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STEM: LLMs provide programming assistance, data analysis, and adaptive feedback, improving conceptual
understanding and problem-solving skills 10  11  12  13 .

Humanities: LLMs support language learning, critical thinking, and ethical reasoning, acting as discussion
partners and analogy generators 1  11  13 .

Vocational and Special Education: LLMs enable adaptive learning and real-time feedback, bridging
traditional education and workforce demands 59 .

Pedagogical Frameworks and Integration Strategies

Hybrid Human-AI Models: Combine LLM efficiency with teacher empathy and oversight, using prompt
engineering and learning theories to optimize outcomes 1  26  45  49 .

Knowledge Graphs and Retrieval-Augmented Generation: Enhance context retention, adaptivity, and
reliability in personalized learning 53  60 .

Discipline-Specific Adaptation: LLM integration strategies must be tailored to the unique needs and
challenges of each discipline 11  12  13 .

Teacher-in-the-Loop and Feedback Models

Hybrid Feedback: Students prefer feedback that combines LLM-generated and human input, balancing
speed, consistency, and motivational support 21  29  61 .

Transparency and Trust: Dual explanations, uncertainty communication, and reliability disclaimers
improve educator trust and student acceptance 20  62  63 .

Scalability: Structured data distillation and modular feedback pipelines support scalable, reliable deployment
in large classrooms 64  65  66 .

Motivation and Engagement Across Contexts

Humanities: LLMs foster critical thinking and collaborative learning through discussion and analogy-based
tutoring 1  67 .

STEM: LLMs support motivation by providing objective feedback and enabling competency-based learning,
especially for underrepresented groups 49  68  69 .

Psychological Needs: Engagement increases when LLM use fulfills competence and autonomy needs, with
contextual differences across disciplines 7  26 .

Synthesis:
LLMs are reshaping educational methodologies across disciplines, offering personalized, adaptive, and scalable
support. However, their effectiveness depends on context-sensitive integration, hybrid feedback models, and
attention to discipline-specific challenges 10  11  12  13 .

4.3 Challenges, Limitations, and Ethical Considerations
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Ethical and Academic Integrity Issues

Bias and Hallucinations: LLMs can reinforce biases, generate inaccurate information, and lack
transparency, raising concerns about fairness and trust 14  15  16  17  18  19 .

Privacy and Security: Risks include data privacy breaches, consent issues, and potential misuse of student
data 14  57  58  70 .

Academic Integrity: Overreliance on LLMs may undermine critical thinking, foundational skills, and
authentic learning, necessitating clear policies and guidelines 15  16  17  19 .

Technical and Integration Challenges

System Integration: Complexity, explainability, scalability, and reliability are major hurdles for robust
educational deployment 65  71  72  73 .

Explainability: Methods such as dual explanations, visual analytics, and retrieval-augmented generation
improve transparency and educator trust 20  63  74  75 .

Multi-Agent Architectures: Modular, role-based agent systems support scalability and pedagogical
coherence, but require careful design and human oversight 65  76  77  78 .

Balancing LLM Use and Critical Thinking

Policy and Training: Institutions should frame LLMs as supplementary tools, provide faculty and student
training, and update policies to promote critical thinking and academic integrity 15  16  79  80 .

Transparency and Trust Calibration: Disclosures and disclaimers help prevent overreliance and encourage
critical engagement 62  81 .

Assessment Redesign: Focusing on skills like critical feedback and communication can leverage LLMs
while maintaining academic standards 17  80  82 .

Synthesis:
Ethical, technical, and policy challenges are significant but addressable through robust frameworks, hybrid
models, and ongoing faculty and student development. Transparency, explainability, and human oversight are
essential for responsible LLM integration 14  15  16  17  18  19 .

4.4 Research Gaps and Future Directions

Empirical Gaps and Methodological Needs

Group Dynamics and Self-Efficacy: More studies are needed on LLM impact on collaboration, perceptions
of competency, and self-efficacy, especially in programming and interdisciplinary contexts 31  83  84 .

Special and Inclusive Education: Limited research exists on integrating LLMs with social robots and
adaptive systems for special education; frameworks for inclusive learning are needed 30  85  86  87 .

10/3/25, 12:37 AM Scopus - Scopus AI

https://www-scopus-com.libproxy.smu.edu.sg/pages/ai?temporary-convo=false&conversationId=ebefe66d-5917-44db-bca0-ac0aa3c82c1e 7/16



Measuring Feedback Impact: Empirical methods such as controlled experiments, surveys, and automated
assessment are effective for evaluating LLM-generated feedback on collaboration and self-efficacy 24  33
61  88 .

Student Attitudes and Equity: Attitudes, anxiety, and socioeconomic status influence LLM adoption and
outcomes; strategies for equitable access and support are needed 35  89  90  91 .

Policy and Training: Future research should focus on policy development, faculty and student training, and
responsible, context-sensitive LLM integration 92  93  94  95 .

Synthesis:
Addressing these research gaps will require interdisciplinary collaboration, robust empirical methods, and a
focus on equity, inclusivity, and responsible innovation in LLM integration 24  31  85  89  92 .

5. Real-World Implications

Instructional Design: Educators should integrate LLMs as co-educators, using hybrid models that combine
AI efficiency with human empathy and oversight.

Policy and Governance: Institutions must develop clear guidelines, training programs, and ethical
frameworks to ensure responsible LLM use.

Equity and Inclusion: Advanced personalization and adaptive techniques can support diverse learners, but
require attention to bias, fairness, and cultural sensitivity.

Assessment and Feedback: LLMs can automate and scale feedback, but human review and transparency are
essential to maintain trust and learning quality.

Special Education: Integrating LLMs with social robots and multimodal systems holds promise for
inclusive, immersive learning environments.

6. Future Research Directions

Longitudinal and Large-Scale Studies: To assess long-term effects on deep learning, critical thinking, and
academic integrity.

Group Collaboration and Socio-Affective Outcomes: Empirical research on LLM impact in collaborative
and interdisciplinary settings.

Inclusive and Special Education Frameworks: Development and validation of models integrating LLMs
with social robots and adaptive systems.

Comparative Effectiveness: Rigorous studies comparing LLM-generated and human feedback across
disciplines and contexts.

Policy, Training, and Responsible Adoption: Research on best practices for policy development, faculty
and student training, and context-sensitive LLM integration.
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Conclusion

Summary of Key Insights

LLMs are transforming education by enhancing engagement, reducing cognitive load, and enabling
personalized, adaptive instruction. Their integration can improve comprehension, skill acquisition, and
motivation, especially when combined with human oversight and robust instructional design. However,
challenges such as diminished reasoning depth, bias, overreliance, and ethical concerns must be addressed
through hybrid human-AI models, transparent communication, and strong institutional policies. Ongoing
research, policy development, and interdisciplinary collaboration are essential to fully realize the potential of
LLMs in education while safeguarding academic integrity and fostering deep, critical learning 1  14  31  42 .
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